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Abstract. State-of-the-art methods for explaining predictions from time
series involve learning an instance-wise saliency mask for each time step;
however, many types of time series are difficult to interpret in the time
domain, due to the inherently complex nature of the data. Instead, we
propose to view time series explainability as saliency maps over inter-
pretable parts, leaning on established signal processing methodology
on signal decomposition. Specifically, we propose a new method called
FLEXtime that uses a bank of bandpass filters to split the time series
into frequency bands. Then, we learn the combination of these bands
that optimally explains the model’s prediction. Our extensive evaluation
shows that, on average, FLEXtime outperforms state-of-the-art explain-
ability methods across a range of datasets. FLEXtime fills an important
gap in the current time series explainability methodology and is a valu-
able tool for a wide range of time series such as EEG and audio. Code
is available at https://github.com/theabrusch/FLEXtime,
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1 Introduction

Explainability of black-box models is paramount for safe decision-making in
critical domains such as health care [5JI2] and finance [62]. Although recent
years have seen an abundance of explainability methods developed for images
[112613345I63], time series have been overlooked to a higher degree [22]. A pos-
sible reason is the inherently complex nature of time series [50] which makes it
difficult for humans to disentangle salient information.

Explainability methods, in general, can be divided into local and global ex-
planations. Our work focuses on local methods. Local explainability methods
provide explanations for single samples of data. Local methods often produce
explanations as saliency maps over input features [T0J5556], thereby leaving the
interpretation of the explanation to the user. Moreover, many methods are based
on smoothness and sparsity constraints, assuming localized and sparse informa-
tion in the explained domain [19/26]33]. This behavior may not be suitable for
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explaining time series, where salient information may often be found in latent
feature domains such as the frequency domain [52]. Consider, as an example, the
case where a class is characterized by the presence of two specific frequency com-
ponents. This characteristic would be neither localized nor sparse if represented
in the time domain. The concept is illustrated in Figure[I]where the explanations
in time and frequency domains, respectively, are plotted as heatmaps.
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Fig. 1. Explainability methods that provide explanations (green heatmaps) in the time
domain fail to parsimoniously explain time series data if the salient information is
localized in the frequency domain.

State-of-the-art methods for explaining time series often rely on learnable
masks to create attribution maps in the time domain [T9)243536//47]. The masks
are learned through gradient descent using an objective function that ensures
that the model’s output on the masked input aligns with the original output while
masking out as much of the input as possible. However, while these methods yield
high performance on time series where salient information is localized in the time
domain, they are unable to describe salient features in the frequency domain.

In this work, we offer a novel perspective on time series explainability: Instead
of saliency maps over the raw input space, we propose learning saliency maps
over interpretable parts. Leveraging established signal processing methodology,
we decompose the time series using a structured dictionary of interpretable com-
ponents which serves as a basis for the explanations. Specifically, we propose to
use a bandpass filterbank to learn explanations in the frequency domain, but
we note that our methods can be adapted to other structured dictionaries. We
combine all elements into a framework we refer to as FLEXtime (Filterbank
Learning to EXplain time series). FLEXtime provides users the flexibility to
define filter banks according to specific domain requirements, enhancing the in-
terpretability of the learned explanations. We show that FLEXtime outperforms
our developed baseline FreqMask (a frequency-oriented method based on Dyna-
mask [19]), which learns explanations directly in the discrete Fourier domain.
To the best of our knowledge, we are the first to develop a method for learnable
explanations for time series in the frequency domain. Our contributions are as
follows:

e We propose to reimagine time series explainability as explainability over
interpretable parts to learn meaningful saliency maps.
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e We propose FLEXtime, which leverages our proposed methodology by using
a filterbank of bandpass filters to learn explanations in the frequency domain.

e We present the baseline FreqMask, inspired by Dynamask [I9], that com-
putes saliency maps directly on the frequency axis.

e We evaluate FLEXtime and FreqMask across a number of synthetic and
real datasets with a range of descriptive metrics. FLEXtime outperforms all
baselines, achieving the best average rank on faithfulness, robustness, and
smoothness.

2 Previous work on time series explainability

Explainability for images has been a rapidly evolving field over the past years,
whereas explainability for time series remains largely underexplored. While most
natural images contain semantics that are easy for humans to decipher, the
unintuitive nature of time series data makes interpretation difficult, even for
experts [5I]. Thus, time series represent unique challenges for the explainability
community. Here, we present an overview of relevant work within the image
domain and proceed to give an overview of the time series explainability field.
Generally, explainability methods can be divided into intrinsic vs. post-hoc based
on whether the explainability is build into the model, or if the explanation is
computed after training. Additionally, explainability methods can be said to be
either model-specific or model-agnostic. Model-agnostic methods can be applied
to any model, while model-specific methods can only be applied to some models.
We focus on local post-hoc explainability methods.

Explainability for images Generally, a number of gradient-based methods

have been widely used for image explainability. This category includes Guided
backpropagation [55], Layer-wise Relevance Propagation [10], and Integrated
Gradients [56], which all use different techniques to distribute the gradient with
respect to the model output in the input space. Since these methods require ac-
cess to model gradients, all of them can be said to belong to the model-specific
category. Gradient-based methods have been criticized for their unreliability in
robustly determining importance [14].
Occlusion-based methods remove part of the input and assess the change in the
model output. RISE is a model-agnostic method that samples masks and uses a
weighted average to compute saliency maps [45]. Fong et al. [26] learn the mask
using an optimization criterion. Kolek et al. [33] propose a rate-distortion frame-
work to learn the mask. Both of the latter can be said to be model-specific, since
they require us to backpropagate gradients from the output through the model to
the input. Occlusion-based methods directly observe correlations between input
perturbations and model responses.

Explainability in the time domain Some recent work has focused on
developing methods tailored for time series. Model-agnostic approaches include
adopting methods such as LIME [49], SHAP [37], and RISE [45] to the time
series domain [38/43/54]. However, the most successful approaches rely on the
occlusion-based approach with learnable masks in the input domain. We base



4 T. Briisch et al.

our work on these recent advances of learnable masks, noticing that none of these
have explored learnable masks in the frequency domain.

The first method developed specifically for time series, Dynamask [19], poses
a learning objective inspired by Fong. et al [26] to learn extremal masks directly
in the time domain. They adopt the method to the time domain, by adding a
smoothness regularizer to avoid sudden jumps in saliency over time, and through
dynamic perturbations of the input. ExtrMask [24] extends Dynamask by learn-
ing the perturbations through a neural network, while ContralL'SP additionally
applies contrastive learning when learning the perturbations [36]. TimeX rec-
ognizes that masking may lead to out-of-domain samples and instead trains a
surrogate model that is more robust to masked inputs [47]. TimeX++ [35] uses
an information bottleneck to learn the explanations and a neural network to
produce in-domain masked samples.

While ExtrMask, TimeX, and TimeX++ all outperform Dynamask, the ad-
dition of neural networks for either mask or perturbation generation adds com-
plexity and need for tuning of several hyperparameters - something that is not
trivial to do for explainability tasks. Additionally, none of the methods can pro-
duce explanations in other domains than the time domain.

Modeling time series in the frequency domain Recently, frequency
modeling of time series has received more attention in the deep learning com-
munity. First, we examine recent uses in the general deep learning community.
Second, we look at the few works that directly target time series explainability
in the frequency domain.

Liu et al. [34] train a foundation model using a frequency-aware transformer
architecture and show its superiority over models that do not consider the fre-
quency domain. Crabbé et al. [20] show that the frequency domain better cap-
tures the data distribution for diffusion models. While none of this is directly
related to explainability, it does indicate an increasing tendency to exploit fre-
quency representations of time series in deep learning and related fields.

Few works have focused on explaining time series models in the frequency
domain, but there are some notable recent works. Vielhaben et al. [61] use virtual
inspection layers to propagate relevance from the time domain into the frequency
domain. Gradient-based methods, though, have been outperformed by learnable
masks in the time domain [19]. Finally, FreqRISE uses sampling of masks to
estimate relevance in the frequency domain [I5]. However, FreqRISE relies on
computationally inefficient sampling and applies masks in the frequency domain
by directly zeroing out frequency components, which may lead to artifacts (see

Section .

In this work, we build on these recent trends in explaining time series in alter-
native domains by decomposing the signals into interpretable parts. We leverage
the powerful concept of learnable masks to do so, and present a promising new
direction for time series explainability that we call FLEXtime. FLEXtime is a
local model-specific post-hoc method.
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3 Explainability over interpretable parts

Instead of viewing the explainability of time series as a saliency map over the
input, we propose instead the notion of explainability over interpretable parts.
This new approach allows us to provide the user with saliency maps over ele-
ments of a more inherently interpretable nature for the time series in question.
Additionally, due to the recent success of learnable masks, we propose to learn
the saliency map over these interpretable parts. The section is organized as fol-
lows. First, in Section we introduce the notion of learning a saliency map
over interpretable parts. Section [3.2] proceeds to introduce our proposed method,
FLEXtime. Finally, Section [3.3]establishes a simpler baseline, FreqMask inspired
by Dynamask [19].

Notation Let X € RVXV be a uniformly sampled time series consisting of N
time steps and V variables, drawn from the distribution X', with the associated
label or output y € R® with dimension, C. Here, 3 could be any regression or
classification variable that is associated with X for the given task. For ease of
notation, we will assume V' = 1 without loss of generality, but the approach
applies for any V € N.

We then assume a (black box) model f that predicts § from X, f : X — 3.
The goal is now to explain the model’s prediction in terms of the input X. The
explanation should identify the most important features of the input X for f in
predicting .

3.1 Learning a mask over interpretable parts

We now lean on the signal processing methodology on sparse signal representa-
tions [58]. Many applications in signal processing rely on finding a sparse signal
representation for the purpose of compression [64], denoising [23], and higher
interpretability [32/42/59]. The sparse representation is a linear decomposition
of the signal, X, into a suitable dictionary consisting of interpretable elements,

{ths }n=1 [B8: .
X =Y 0.4, (1)
s=1

where 6 € C. Notice here that the choice of dictionary and thus interpretable
parts will be dependent on the signal in question and could be determined by
domain experts.

In order to explain the prediction of our model f on input X in terms of our
dictionary, we seek a mask M = (my) € [0,1]°. The value of m, should indicate
the saliency of element 1), where mg close to one indicates that element 1, is
salient, while m close to zero indicates that element v is not salient. M is used
to mask out elements of X via elementwise multiplication:

S

XM =3 (my - (0.06) + (1= ma) - pa) )

s=1
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Here, ps is a perturbation applied for dictionary component s. We can obtain
the resulting output of f:
gM = £(xM). (3)

The goal is now to learn the mask M that optimally explains the output of
the model. We will achieve the optimal mask, M, through optimization and thus
need a set of desiderata to design the optimization objective.

For an optimal mask M that has identified all salient information, we expect
9™ ~ 4. As such, an objective should be to minimize the difference between §™
and g. Generally, we can quantify this difference with some kind of distortion
term, D. The distortion term, D, should be chosen according to the task at
hand. L.e., for regression tasks the mean squared error would likely be a good
choice, while for classification tasks the cross-entropy would be natural. However,
minimizing D is not sufficient for providing useful explanations. Consider a mask,
M where all elements m, = 1,s = 1,...,S. For this mask, we get 7™ = ¢, since
XM = X in this case.

Therefore, it is also necessary to control the sparsity of the mask. Generally,
this is done with a regularization metric R(M). Combining the minimization of
D with the maximization of the sparsity of M through R allows us to define the
optimization objective:

min  D(g, ") + AR(M), (®)
where A controls the trade-off between D and R.

Generally, this objective can be interpreted from a rate-distortion perspec-
tive [I8I33]. Here, for proper distortion measures, D(7, ™) acts as a proxy for
the distortion of X caused by M, which we want to minimize. Similarly, the
rate refers to the amount of signal in X being passed by M, which we also

want to minimize. The objective can be optimized by initializing a mask M and
optimizing the values of M via gradient descent [26].

3.2 Filterbank Learning to EXplain time series

LT

T T T
0 1000 2000 3000 4000
Frequency [Hz]

Gain

Fig. 2. Magnitude response of filterbank with 16 FIR filters with equal bandwidths.
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How do we decide which dictionary to use to represent X7 Clearly, this
depends on the qualities and application of X. However, for many time series
applications, the frequency domain is of particular interest [I1J20]. Most natural
signals do not carry frequency content on a single frequency but rather across a
band of frequencies in an area of interest. We therefore propose composing the
dictionary as a filterbank of bandpass filters, each with impulse response h;, to
split the signal into appropriate frequency bands:

L
X~y X, (5)
=1

where * denotes the convolution operation. Specifically, in this paper, we pro-
pose using a filter bank of L finite impulse response (FIR) filters that split the
frequency axis into equally sized bins. This is chosen since FIR filters are stable
and can easily be designed to have a linear phase response [44]. These properties
allow for easy automatic design for a variety of datasets. An example of such a
filterbank is shown in Figure 2]

The filterbank design is inspired by the analysis filterbank framework such
as [2160]. Since we apply sparse masks, we do not need perfect reconstruction
of our signals. Therefore, we use the window method to design the FIR filters
and leave the number of filters, L, and filter length, N, as hyperparameters. In
practice, however, the choice of filterbank could depend on the domain of choice.
For audio, a natural choice could be an octave filterbank, where the frequency
axis is divided into progressively wider frequency bands to more closely resemble
human acoustics processing [46].

Independent of the design choice of the filterbank, the mask can now be
learned as a combination of bandpass filtered versions of X. Combining the
notation with the notation in Section 3.1 we can produce masked versions of X
by masking out specific filters:

L
XM =N my - (e X) 4+ (L=my) - pr) - (6)
=1

Again, p; denotes any applied perturbation. Generally, we set p; = 0, but future
work might investigate relevant perturbations to include.

We call this method Filterbank Learning to EXplain time series (FLEXtime).
The FLEXtime framework is shown in Figure

The FLEXtime learning objective In order to learn the mask, M, we need
to define an appropriate learning objective. This is done by defining appropriate
expressions to insert into . Since we are focusing on classification tasks, we
use the cross-entropy loss to measure the distortion caused by the mask:

C
Lp@,9™) == log (5}")ie, (7)
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Fig. 3. FLEXtime: FLEXtime uses a filterbank to split the signal into frequency
bands of a suitable bandwidth. It then optimizes a mask which chooses the frequency
bands that best explains the signal X in terms of the prediction ¢ of black box f. f is
only used for inference and thus frozen during optimization.

where g is obtained using @ and . To ensure that the method only focuses
on the class, I, we wish to explain, we set all values of §j.; = 0 prior to computing
DG, ™).

For the sparsity constraint, we use the £1-norm. Additionally, to control the
sparsity of the explanation, we introduce a ratio parameter, r € [0, 1], which acts
as a threshold below which the sparsity constraint is ignored. Thus, we arrive at
the following regularization metric:

Lp(M) = max (”ML“ —r 0), (8)

where L is the number of filters and therefore the length of the mask. The ratio
parameter, r, will typically be chosen as a small value in the range of 0.05—0.15,
but can be tuned according to the user’s need. We then arrive at the following
objective function:

Lrrextime = Lp(§, ™) + ALr(M), 9)

where )\ determines the balance between the two loss terms.

3.3 Learning the mask in the Fourier domain

In FLEXtime, we use a filterbank of bandpass filters to learn explanations in the
frequency domain. A simple baseline to measure this approach against, would be
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a masking strategy directly on the spectrum of the signal, i.e. removing individual
frequency components. This can be achieved using another linear transform,
namely the discrete Fourier transform (DFT). The DFT uses Fourier analysis to
decompose the signal into sinusoids of different frequencies. As such, the Fourier
spectrum describes how much energy each frequency component holds in the
signal of interest. Using the inverse DF'T, we can reconstruct the original signal

as:
N-1

T, = % Z akeiwke&w%n’ (10)
k=0
where n is the n-th time step and N is the total length of the signal. a; and wy
denote the magnitude and phase, respectively, of the k-th frequency component.
Thus, we again arrive at a formulation equivalent to (1)). We can then create
masked versions of X as:
N—1

1 . .
M = 5 ’;) (mk . (akew’“eﬂ”%") + (1 —my) 'pk) ) (11)

where pi denotes a perturbation added to the masked out components in the
frequency domain. For real signals, the DFT is even symmetric, which implies
that ay = a—k mod N, Creating an effective mask size of length N/2+1 by letting
Mg =M —k mod N-

The FreqMask method Inspired by the time series explainability method,
Dynamask [19], we now present FreqMask, masks directly in the frequency do-
main as described above.

In accordance to the original Dynamask approach, we employ a windowed
fading moving average perturbation. Naturally, here the windowed moving av-
erage is done in the frequency domain. By averaging the amplitudes a; in a
window centered at the current frequency, we obtain:

1 kAW
Pk = 55— Z ags, (12)
2W +1 oW

where 2W is a chosen window size. We set it to the default value of W = 10.
For easy comparability to FLEXtime, we use and for the distortion and
rate terms in the optimization objective. In , we replace L with N/2+ 1, the
size of the mask.

Finally, inspired by Dynamask [I9], we use a smoothness constraint to avoid
sudden jumps in saliency:

i

Ls(M) =S [mus1 — ml . (13)
0

E
I

We therefore arrive at the following objective for the FreqMask method:

EFTeqMask = [’D(Q7 gM) + A1%“-1'1:5(]\4) + AS[-"S(]\4) (14)
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FreqMask comes with a few significant limitations. By directly altering fre-
quency components, FreqMask can only remove frequency content that aligns
with the Fourier transform coeflicients, e.g. if we have a signal of a one sec-
ond duration, this is precisely the integer frequencies. Additionally, zeroing out
frequency components can cause artifacts in the signal (see Section for an
example). Finally, it is worth noting that the artifacts become more prominent
if the DFT does not have the same length as the signal [46].

4 Experimental setup

Here, we describe practical details of the filterbank design and the critical com-
ponents of our quantitative analysis, such as datasets, baselines, and metrics.

4.1 Hyperparameters of FLEXtime and FreqMask

For both FLEXtime and FreqMask, we always set Ag = Ag = 1 since we find
that this balances the loss terms sufficiently and this choice limits the necessary
tuning of hyperparameters. We always optimize FLEXtime and FreqMask us-
ing gradient descent for 1000 iterations with a step size of 1. When evaluating
FLEXtime, we compute the collective frequency response of the filterbank after
applying the learned mask.

For FLEXtime, we use a filterbank of L FIR filters that splits the frequency
axis into equally sized bins. This leaves us with a number of design choices:
the number of filters L, the length of the filters N, and the threshold r below
which we ignore the sparsity constraint. For FreqMask, we need to choose the
threshold r. Ideally, these parameters are chosen by domain experts who have
knowledge of which resolution and sparsity may be necessary and sufficient.
Here, we instead use a cross-validation
scheme to choose the optimal parame- Table 1. Hyperparameters of FLEXtime
ters based on faithfulness.Specifically, and FreqMask for each dataset.

we loop through each split of each FLEXtime |FreqMask
dataset and randomly sample 100 dat- Dataset | L |[Np| r r

apoints from each validation split. We Gender |128]501|0.10 0.10
then do a grid search over the num- Digit 128]501|0.10 0.05
ber of filters, L, the filter length, Ny, PAM 32| 95|0.10 0.05
and the sparsity controlling ratio, r Epilepsy | 32| 75/0.10 0.05
for FLEXtime. For FreqMask, we only ECG 64(105|0.05 0.05
need to choose the sparsity controlling SleepEDF|256(901|0.10 0.10

ratio, 7. We choose the hyperparame-
ters that give the best faithfulness score on a 10% level. Given a tie, we choose

the set with the lowest complexity. The chosen hyperparameters are shown in
Table [Tl

4.2 Datasets

Here, we present the datasets on which we evaluate the explainability methods.
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Synthetic dataset We generate a synthetic dataset with known localized
salient information. We divide the frequency axis into K = 32 equally sized
regions. We add frequency content within these regions, modulated by a Voigt
profile [57]. This allows us to model a dataset with content that more closely
resembles real-life signals, where frequency content is found in bands. We sam-
ple B of the K bins, where B ~ U(1,10). Each bin, b, has a start frequency,
fv,start, and an end frequency, fpcnqg. We linearly distribute 20 frequencies,
fo € [fo,starts fo.ena] on which we add frequency content. We therefore gener-
ate the data within each sampled bin, b, as:

2t = Z (a}}b sin (]2\:]:, + 1/,}))) , (15)

fbe[fb,startvfb,end[

where az} is determined by the Voigt profile with peak location sampled within
the bin. 1° is the phase, which is sampled from a uniform distribution for each
bin, ¥* ~ U (0,27). Finally, we create z,, by summing the frequency content of
all bins:

B
Tn=Y Xh+e (16)
b=1

¢ is random noise sampled from a normal distribution, ¢ ~ N (0, 02). We then
choose four regions as salient, where the class labels are the powerset of the
salient regions, i.e. there is a total of 16 classes. We generate 5 training sets of
10* samples and train a convolutional neural network on each split. We then
generate 5 balanced test sets of 992 samples (i.e. 62 samples from each class) on
which we test the methods.

Real-life datasets We evaluate on five different datasets with a total of six
different tasks when testing the model in a real-life setting.

Adhering to previous research on time series explainability [35/47], we use
PAM for human activity recognition [48], MIT-BIH (ECG) for arrythmia
detection [41], and Epilepsy (EEG) for seizure detection [7] datasets. We use
the same transformer-based model architectures and data preprocessing pipelines
as in [47]. All datasets are divided into five splits, and one model is trained for
each split.

Additionally, we use the AudioMNIST dataset [I1], which contains spoken
digits from 0-9. This dataset has been shown to have salient information in
the frequency domain [ITJ61]. The dataset contains two tasks: gender and digit
classification, divided into four and five splits, respectively. We use the same
preprocessing pipeline and convolutional model architecture as in the original
work [II]. We train a model for each split.

Finally, we also include the SleepEDFx dataset [27U31]. The dataset con-
tains whole-night EEG data annotated for sleep stages. Frequency bands are
an important discriminator for sleep stages [3]. We divide the subjects into 5
splits to ensure no leakage. We use the same convolutional architecture as for
the AudioMNIST dataset to train a sleep staging model for each split.
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For all datasets we sample 1,000 samples from each test set for evaluation of
the explainability methods. However, when computing the robustness scores, we
use only 100 samples from each test due to the high computational complexity
associated with this evaluation. Table [2] contains details on the size and dimen-
sions of all datasets as well as the F1 score of the trained models on the sampled
test sets.

Table 2. Overview of the real-life datasets used. The F1 score refers to the performance
of the trained models on the dataset in question.

Dataset |# samples|Length|Dimension|Classes|Fs (Hz)|F1 score
Gender 30,000( 8,000 1 2| 8,000| .97(.03)
Digit 30,000 8,000 1 10| 8,000 .96(.01)
PAM 5,333 600 17 8 100| .88(.02)
Epilepsy 11,500 178 1 2 178 .95(.01)
ECG 92,511 360 1 2 360] .93(.05)
SleepEDF 92,511| 3,000 1 5 100( .90(.05)

4.3 Baselines

We use six different XAI baselines to compare our methods. For gradient-based
explanations, we use saliency [53], gradient times input (GxI) [6], guided
backpropagation (GB) [55], and integrated gradients (IG) [56]. We equip
all of these with a virtual inspection layer to propagate the explanations into the
frequency domain, see [61]. All methods that have been adapted to the frequency
domain is marked by an *. Additionally, we compare to FreqRISE [15], which is
directly designed to provide explanations in the frequency domain. Finally, when
computing the faithfulness scores (see Section , we add a random baseline
by randomly sampling frequency components to zero out.

4.4 Metrics

Quantitative evaluation of explainability is challenging due to the lack of ground
truth explanations [29], and is an active field of research. Since ground truth ex-
planations are not available, the quality of an explanation can be estimated by
measuring different desirable properties [28]. In the time series explainability
literature, most evaluations have been limited to only considering few desirable
properties [T9I35/47]. In this work, we strive towards evaluating a more compre-
hensive set of desirable properties. These properties that make up the basis for
our evaluation metrics are described below.

Localization Localization measures to what degree the explanation is cen-
tered around a known region of interest [8/9]. For the synthetic dataset with
known ground truth, we can directly assess the localization abilities of each
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Comp.: 2.77, Smooth.: 27.00 Comp.: 2.77, Smooth.: 3.60

Fig. 4. Complexity and smoothness of two different saliency maps.

method. Here, we follow previous work and compute the area under the recall
curve (AUR) and precision curve (AUP), as well as the area under the precision-
recall curve (AUPRC) [35/47].

Faithfulness Faithfulness measures how aligned an explanation is with the
prediction of a model [4/T3]. Specifically, given an explanation, we keep only the
10% most important features as identified by the explanation. We then measure
the mean true class probability of the model on this importance-masked data.
For an explanation, where the most important information has been identified,
we expect a high mean true class probability.

Complexity An explanation should be as simple as possible such that it
is easy for humans to understand. This can be measured by estimating the
complexity of the saliency map [13/16]. We measure the complexity as the entropy
of the fractional importance of feature m; to the overall magnitude following [I3].
Low complexity is better, but looking at complexity alone can be misleading.
A saliency map that only highlights a single frequency component will have
minimal complexity, but might not be informative. Therefore, complexity should
be considered in conjunction with metrics that are connected to known regions
of interest (localization) or the predictions of the model (faithfulness).

Smoothness While complexity measures the sparsity of the signal, it yields
no information on the smoothness of the saliency map. As such, a saliency map
with 10% of the features marked as salient will have the same complexity in-
dependent of whether these features are scattered across the signal or placed
in two localized peaks. We therefore suggest considering the smoothness of the
saliency maps in conjunction with the complexity. Specifically, we propose using
the total variation of the saliency map as a measure of smoothness:

N—-1
S(M) = [mip1 —mil, (17)
=1

where M is the saliency map with length N. We illustrate the difference between
complexity and smoothness in Figure [§ where both saliency maps have the same
complexity but vastly different smoothness scores.

Robustness A good explainability method should be robust to small changes
in the input [2/4]. Here, we measure the robustness of the saliency map using
the relative output stability (ROS) [2]. The ROS considers the behavior of the
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underlying model, by measuring the normalized change in the saliency map in
response to small perturbations, relative to the change in the model output. We
create 10 perturbed inputs by adding normally distributed noise with standard
deviation o = 0.05 - 044tq, Where 044:4 is the standard deviation across the test
set. The noise is added in the time domain, while the saliency maps are still
computed in the frequency domain. We follow the original work [2] and report
the log ROS.

5 Results

All results are computed across all splits of the data and models and reported as
the mean and standard error of the mean across splits. We bold and underline
the best result and any others whose 95% confidence interval overlaps with that
of the best result. If the second-best result’s confidence interval does not overlap
with the best result’s, we underline it. We compute the rank by ranking all
methods by mean within each dataset and computing the average across all.

5.1 Synthetic data

The localization scores on the syn-
thetic data are reported in Table [3] Table 3. Localization(1) on synthetic data

We see that the FLEXtime method AUPRC| AUP| AUR
achieves the highest recall, closely fol-  Saliency* |.19(.04)[.43(.12)].08(.01)
lowed by FreqRISE, while IG gets  GxI* 21(.04)].43(.12)].07(.01)
a very high precision. FreqRISE and  gp* 19(.04)|.42(.12)[.09(.01)
FLEXtime have the highest AUPRC  FreqRISE |.94(.02)|.62(.02)|.81(.04)
with no significant difference. I1G* .62(.04)(.99(.01)|.09(.01)

An example of explanations pro-  FreqMask |.10(.01)|.73(.11)|.22(.09)
duced by IG, FreqRISE, and FLEX-  FLEXtime|.90(.09)].86(.06)].84(.07)

time is shown in Figure [5| The figure
shows that IG gives very parsimonious explanations, giving less relevance to the
peak at the left. On the other hand, FLEXtime marks the entire ground truth
region but also exceeds beyond the bounds due to the by-design fixed band-
width. The same is true for FreqRISE, although yielding results with a more
noisy baseline. As such, FLEXtime correctly highlights relevant regions with a
very clear explanation.

5.2 Real-life datasets

For the real-life datasets, the faithfulness scores are reported in Table @] The
table shows that FLEXtime always gives the best or joint best faithfulness score
(considering confidence intervals). Additionally, FLEXtime gives the best aver-
age rank. The competing methods are FreqRISE, IG, and FreqMask, however, all
of them have cases where they perform significantly worse than the best method.
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Fig. 5. Examples of explanations (green heatmaps) on a synthetic dataset example.
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Fig. 6. Explanations (green heatmaps) produced by FreqRISE, IG, FLEXtime on both
AudioMNIST tasks. Top row is the Gender task and bottom row is the Digit task.

This is the Digit task for Dynamask, SleepEDF for FreqRISE, and ECG for IG.
FLEXtime gives competitive performance on all datasets.

Additionally, we measure the complexities of the explanations given by the
different methods. These results are reported in Table [5} FreqMask almost al-
ways gives the least complex solution. However, in most cases FLEXtime gives
the second best complexity score and overall FLEXtime yields the second best
average rank. Here, we should note that while FreqMask has a lower complexity,
the faithfulness is much worse than FLEXtime. As such, we must remember that
neither of these metrics should be considered without the other.

Table [6] shows the smoothness scores. The table shows that while FreqMask
and FLEXtime typically have the two best scores, FLEXtime achieves the best
average rank, with FreqMask coming in second.

Finally, the robustness scores indicate how stable the methods are against
minor perturbations to the input data. Table [7] shows the robustness results.
Again, FLEXtime has a stable, good performance. FLEXtime gets the best score
on 3 datasets and is within the confidence interval on the best score on 2 other
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Table 4. Faithfulness (1): Mean true class probability after inserting the 10% most
important features. We report mean and standard error of the mean in parentheses.
Best result and any result with overlapping 95% CI of the best result are bolded. Second
best is underlined if CI is not overlapping with that of the best result.

Method Gender Digit PAM Epilepsy ECG |SleepEDF |Rank
Random | .606(.013)|.207(.019)| .245(.007)| .819(.002)| .811(.006)| .289(.006)| 7.3
Saliency™ |.943(.024)| .414(.023)| .511(.024)[.925(.005)| .781(.015)| .409(.016)| 5.5
GxTI* .713(.063)| .383(.011)| .516(.018)(.880(.027)| .793(.023)| .356(.014)| 6.3
GB* .947(.025)| .442(.022)| .533(.040)| .906(.008)| .738(.018)| .388(.017)| 5.3
FreqRISE |.970(.013)| .858(.010)|.836(.013)|.933(.004)|.862(.045)| .638(.019)| 2.3
1G* .970(.014)| .604(.023)|.814(.025)|.937(.004)| .715(.067)[.714(.021)| 3.2
FreqMask | .795(.050)| .557(.025)].845(.012)| .861(.013)|.888(.020)| .619(.022)| 4.0
FLEXtime|.968(.013)|.907(.011)|.854(.009)|.928(.003)|.868(.020)|.746(.022)| 1.8

Table 5. Complexity scores () across all methods and datasets. We report mean and
standard error of the mean in parentheses. Best result and any result with overlapping
95% CI of the best result are bolded. Second best is underlined if CI is not overlapping
with that of the best result.

Method Gender Digit PAM Epilepsy ECG |[SleepEDF |Rank
Saliency™ | 5.22(0.04)| 5.71(0.07)| 5.38(0.05)| 2.38(0.01)| 2.75(0.07)| 5.42(0.03)| 3.7
GxI* 5.48(0.10)| 5.59(0.04)| 5.53(0.01)| 1.59(0.24)| 2.71(0.16)|4.88(0.05)| 3.3
GB* 5.40(0.12)| 6.37(0.06)| 5.46(0.04)| 2.50(0.02)| 2.83(0.01)| 5.45(0.03)| 5.5

FreqMask |1.96(0.42)|3.94(0.15 0.42(0.05)(0.94(0.15)| 5.44(0.01)| 1.5
FLEXtime| 4.72(0.44)| 6.07(0.04 0.69(0.07)|1.28(0.34)| 5.44(0.02)| 2.7

) )| 5-38(0.05) )| 2.75(0.07) )
(0.10)| 5.59(0.04)| 5.53(0.01)| 1.59(0.24)| 2.71(0.16)|4.88(0.05)
(0.12)1 6.37(0.06) | 5.46(0.04)| 2.50(0.02)| 2.83(0.01)| 5.45(0.03)
FreqRISE | 8.00(0.02)| 8.17(0.00)| 8.51(0.00)| 4.30(0.00)| 5.10(0.00)| 7.21(0.00)| 7.0
IG* 4.74(0.08) | 6.25(0.04) 579( )| 1.68(0.07)| 2.80(0.10)| 5.13(0.04)| 4.2
(0.42)|3.94(0.15)|3.58(0.09) )|0.94(0.15)| 5.44(0.01)
(0.44) 6.07(0.04)| 4.91(0.11) )|1.28(0.34)| 5.44(0.02)

Table 6. Smoothness scores (J) across all methods and datasets. We report mean and
standard error of the mean in parentheses. Best result and any result with overlapping
95% CI of the best result are bolded. Second best is underlined if CI is not overlapping
with that of the best result.

Method Gender Digit PAM Epilepsy ECG SleepEDF |Rank
Saliency* |30.42(0.96)| 42.53(3.23)(13.18(0.22)| 5.05(0.04)| 6.22(0.21)| 35.21(1.12)| 5.7
GxI* 23.09(2.19)| 27.78(1.35)| 7.24(0.22)| 3.01(0.22)| 4.67(0.34)| 18.74(0.53)| 3.8
GB* 33.12(2.74)| 84.19(5.07)|12.69(0.25)| 5.89(0.08)| 7.34(0.30)| 37.31(1.06)| 6.3
FreqRISE | 6.70(0.61)|10.33(0.14)| 7.21(0.07)| 7.40(0.05)| 7.44(0.50)|13.96(0.54)| 4.2
IG* 8.71(0.61)| 43.91(2.54)| 6.54(0.16)| 3.27(0.11)| 6.12(0.54)| 32.96(1.31)| 4.2
FreqMask | 2.49(0.52)| 8.88(1.12)| 0.75(0.07)| 0.78(0.08)[1.48(0.28)| 42.29(1.47)| 2.5
FLEXtime| 4.11(0.49)| 9.51(0.18)| 0.61(0.06)|0.48(0.04)(1.00(0.28)| 16.60(0.50)| 1.5

datasets. The remaining dataset, PAM, differs from the remaining datasets by
having multiple channels (17 channels). This may affect the optimization proce-
dure if some of the channels carry redundant information. Overall, FLEXtime
again achieves the best overall rank.
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Table 7. Robustness scores ({) across all methods and datasets. We report mean and
standard error of the mean in parentheses. Best result and any result with overlapping
95% CI of the best result are bolded. Second best is underlined if CI is not overlapping
with that of the best result.

Method Gender Digit PAM Epilepsy ECG SleepEDF |Rank
Saliency* [14.09(0.27)| 8.88(1.01)| 23.61(0.34)| 17.37(0.24)| 15.35(0.41)| 18.80(0.46)| 4.2
GxT* 16.59(0.78)| 8.96(0.50)(16.26(0.62)| 16.00(0.77)|13.22(0.76)| 15.37(0.12)| 3.0
GB* 14.83(0.63)| 9.56(0.28)| 22.56(0.18)| 17.18(0.21)| 15.57(0.64)| 18.87(0.35)| 5.0

IG* 16.60(0.49)| 9.43(0.20)| 16.45(0.23)| 14.65(0.24)|12.73(0.67)| 15.64(0.20)| 3.5
FreqMask | 16.41(0.65)| 12.28(0.16)| 16.18(0.26)| 17.65(0.11)| 15.99(0.34)| 17.45(0.09)| 5.0
FLEXtime|11.89(1.22)| 9.34(0.27)| 17.12(0.34)[11.33(0.76)|14.50(1.25)|10.88(0.41)| 2.3

) ) ) ) ) )

| st g e
FreqRISE | 19.13(0.29)|10.65(0.15){14.88(0.19)| 21.99(0.21)| 18.48(0.49)| 14.39(0.11)| 5.0

) ) ) ) ) )

) ) ) ) ) )

) ) ) ) ) )

Figure[6]shows two examples on the AudioMNIST dataset, one for the Gender
task of a male speaker, and one for the Digit task of the digit 6. On the Gender
task, all methods find the first large peak around 125Hz, adhering to expert
knowledge that the male fundamental frequency typically lies in the range of
90-150Hz [25]. FLEXtime and IG additionally mark the first harmonic. While
all methods pick up on a low frequency component on the Digit task, FLEXtime
also puts emphasis on the high frequency content of the signal. Upon closer
examination, we find that when applying only the high-pass filter of the learned
explanation to the signal, the model still correctly classifies the signal as the digit
6. This behavior indicates that the high frequency content is indeed relevant for
the model’s classification. The saliency maps of IG and FreqRISE are both more
scattered, making it difficult to identify the most relevant part of the signal.
This indicates that FLEXtime picks up on important components in the signal
unidentified by other methods.

5.3 Case study on sleep staging

In this section, we perform a deeper qualitative assessment on the SleepEDF
dataset. Sleep data is often described in terms of its frequency content in different
sleep stages [3]. As such, we can use it to qualify whether we can discover similar
patterns as described in the literature by using our explainability methods. The
aim is therefore to show the benefit of using explanations in the frequency content
to explain signals with known frequency-specific characteristics.

To get an understanding of the global model behavior across an entire class,
we look at one of the SleepEDF test sets. We inspect the explanations produced
by FLEXtime and IG since they yield the highest faithfulness scores. We average
the saliency maps produced by each method across all correctly classified samples
within each class. The resulting plots are shown in Figure [7]

First, the figure shows that each of the classes has characteristic traces in the
frequency domain, indicating that the model is indeed using specific patterns
in the frequency domain to classify the data into sleep stages. IG finds that the
Wake class and the NI sleep stage have very similar traces. For FLEXtime, they
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Fig. 7. Average saliency maps across all correctly classified samples within each of the
five classes for one of the SleepEDF test sets.

are slightly more distinguishable. In the literature, the N1 class is characterized
by mixed-frequency activity with a slight increase in the 4-7Hz band [30]. This
aligns with the explanations provided by both FLEXtime and IG. The Wake
class typically contains alpha activity (8-13Hz) [30], which is not apparent in IG
or FLEXtime explanations. This may be due to the fact that alpha waves are
typically best recorded by occipital leads [3] (EEG leads located on the back of
the skull), whereas this dataset only contains the Fpz-Cz lead (EEG lead located
to the front of the skull).

The N2 sleep stage contains two clear peaks around 3 Hz and 13 Hz for both
IG and FLEXtime. The N2 stage is characterized by the presence of K-complexes
or sleep spindles [30]. The K-complexes are mainly localized in time, whereas the
sleep spindles are oscillations of 12-14Hz [30] and thus align perfectly with the
second peak, which is more prominent for FLEXtime. The N8/N/ sleep stage is
also known as slow wave sleep [3]. The patterns found by both IG and FLEXtime
clearly represent this with a large peak around 2Hz.

Finally, for REM sleep, both IG and FLEXtime have a peak at 5Hz. However,
FLEXtime has a second prominent peak around 24 Hz. REM sleep is known to
contain saw-tooth waves in the 2-6 Hz range, which could explain the first peak.
However, REM sleep can also contain beta activity (16-32 Hz) [39], which could
explain the second prominent peak seen in the FLEXtime explanation.

Lastly, we investigate the addition of a smoothness regularizer to the FLEX-
time objective. Specifically, we add the smoothness regularizer from FreqMask
presented in to the objective function in @D Figure [§] shows examples of
explanations on the N2, N3/N/, and the REM class using FLEXtime with and
without the smoothness regularizer. The two versions highlight similar areas,
that is, for N2, we see a prominent band around 12-14 Hz, for N3/N/ the im-
portance is concentrated on low frequency content (<5Hz), and for REM there
is a highlighted section around 23 Hz. All of this is consistent with the char-
acteristics mentioned previously. However, the smoothness regularized version
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of FLEXtime removes some of the noise, making the explanations more easily
comprehendible. When evaluating the smoothness regularized version of FLEX-
time across the entire test set and across the five seeds, we achieve better com-
plexity, 5.38(0.01), and smoothness, 7.04(0.11). However, faithfulness drops to
0.724(0.021).

FLEXtime FLEXtime (smooth)

« - 1.0 - 1.0
P4 - 0.5 - 0.5
2 - 1.0 - 1.0
[20) - 0.5 - 0.5
Z

S - 1.0 - 1.0
gj - 0.5 - 0.5

I I
0 5 10 15 20 25 30 0 5 10 15 20 25 30
Frequency (Hz) Frequency (Hz)

Fig. 8. Examples of explanations produced by FLEXtime and a smoothness regularized
version of FLEXtime on samples from the N2, N8/N4 and REM classes.

6 Discussion and conclusion

We proposed to reimagine time series as explainability over interpretable parts.
In particular, we presented FLEXtime, an approach to time series explainability
that utilizes the powerful notion of filterbanks to learn relevant explanations in
the frequency domain.

FLEXtime outperforms state-of-the-art baselines on faithfulness, smoothness
and robustness on a range real-life datasets. The datasets cover a variety of do-
mains and comprise time series of variable signal length and number of vari-
ables. FLEXtime also has competitive performance on localization. Simultane-
ously, FLEXtime outperforms the simpler baseline FreqMask also developed for
this study. This is likely because FLEXtime reduces the dimensionality of the
problem to make for easier optimization by leveraging the fact that frequency
information is often localized in bands.

Additionally, due to the filtering approach, FLEXtime is able to handle
streaming time series more smoothly, compared to the remaining methods which
would have to rely on windowing to transform the data into the frequency do-
main.

Faithfulness vs. complexity FLEXtime achieves the best rank on the
faithfulness score, but only second best on the complexity score, where it is
outperformed by FreqMask. It is, however, important to note that the complexity
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can only be interpreted while simultaneously considering the faithfulness scores
since a sparse solution is irrelevant if it does not highlight the correct regions.
E.g., while FLEXtime has higher complexity score than FreqMask on the Digit
task, it also achieves the best faithfulness score. This indicates that a more
complex solution is needed to adequately describe this dataset.

Towards different filter bank designs In this work, we used FIR fil-
terbanks with parameters tuned through cross-validation to model our expla-
nations. This means that not all filterbanks are able to perfectly reconstruct
the signals. This will rarely be an issue since we are looking for sparse masks
that highlight relevant regions of interest. However, we believe that future work
should focus on investigating the effect of perfect reconstruction filterbanks on
the results [60]. Additionally, using tailored filterbanks for the different domains
will allow domain experts to utilize prior knowledge to extract meaningful ex-
planations from the data [I7/40]. Finally, considering alternative ways to split
the signals into interpretable parts may shed light on new avenues for time series
explainability.

Metrics and qualitative assessment Quantifying the quality of the expla-
nations is difficult. This, for instance, becomes apparent when considering FLEX-
time with and without smoothness regularization. On the SleepEDF dataset,
the smoothness regularized version gives an explanation that is easier to com-
prehend, but with a lower faithfulness. This may be due to the computation of
faithfulness, which assigns pointwise importance in the frequency domain. This
approach will likely favor sharper and more precise explanations at the cost of
a more noisy looking importance map. Here, we have optimized for faithfulness,
but we find that optimizing for other metrics yields different results. We there-
fore believe future work should investigate how to properly quantify and balance
different qualities when building new explainability methods for time series.

Case-study on sleep data Using FLEXtime we were able to identify known
markers for different sleep stages. This shows the benefit of moving to the fre-
quency domain, where we can use known identifiers of class-specific character-
istics to explain the models. Confirming existing knowledge using FLEXtime is
a valuable tool for model debugging and validation. However, a more exciting
avenue for explainability in general is to shed new light in understanding under-
lying mechanisms in the data. We hope that the case study can increase trust
in FLEXtime and be a tool for domain experts to formulate new hypotheses for
gaining a deeper understanding of disease patterns using data such as EEG.

Limitations Although FLEXtime has clear competitive advantages across a
range of metrics, it still comes with potential for future work. One current limita-
tion of the method is that it requires tuning or choice of hyperparameters for the
filterbank. Especially, if no expert knowledge is available. Automatic filterbank
design could be a fruitful future direction for development. Additionally, as of
now, the filterbank design of FLEXtime offers only insights into the frequency
domain, and no explanation of time relevant features. Future work should focus
on exploring the trade-off between the two and potentially incorporating insights
from both domains via new filterbank designs.
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6.1 Conclusion

Our new method, FLEXtime, bridges an important gap in time series explain-
ability, where multiple works have successfully applied learnable masks in the
time domain, but none in the frequency domain. Additionally, we highlight that
naive masking over the DFT, in effect, means that we would mask out single
frequencies, and this goes against established signal processing theory. FLEX-
time instead learns the mask over a sufficiently expressive filterbank. This leads
to a much more computationally stable procedure with a clear learning objec-
tive while having the flexibility to tailor the filterbank to the application at
hand. This point is furthered by the superior performance of FLEXtime over
FreqMask. Combined with the competitive performance of FLEXtime, outper-
forming all established state-of-the-art baselines across a range of metrics, we
hope that this work will inspire future research in this direction.

7 Supplementary material

7.1 Filtering by zeroing out frequency components

Filters by zeroing components (DFT filtering) will introduce artifacts, as an
ideal filter is not realizable [44] (Chapter 4). To demonstrate this behavior, we
consider an example from the AudioMNIST dataset [11], where the digit one is
spoken by a male speaker. Figure [9] shows the data example in the time domain
and part of the frequency domain. The signal has a significant harmonic in the
band from 124 — 130 Hz.

Original audio signal

0.02 4
0.00 - 2
—0.02 0
T T T T T T T
0 2000 4000 50 100 150 200 250 300
Time [n] Frequency [Hz]

Fig. 9. Digit one spoken by a male speaker in the time and frequency domain.

We now bandpass the signal in the range 124 — 130 Hz using two different
approaches; DFT filtering (i.e. setting the frequency components outside of the
range to 0) and filtering using an FIR filter. The two approaches, along with the
original signal, are shown in Figure (left). Here, we see that the DFT filtering
is introducing artifacts in the filtered signal, especially from sample 0 to 2800.
The FIR filtering does not introduce any signal artifacts and instead only filters
the signal in the desired frequency range.
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Fig. 10. Left: Example from AudioMNIST, where the signal is DFT filtered and FIR
filtered. Right: Impulse response produced by DFT filter and FIR filter.

This phenomenon can also be understood in the frequency domain. Zeroing
frequency components will approximate an ideal filter, but by doing so, oscilla-
tions are created close to the transient frequencies. This is illustrated in Figure
(right). Here, the DFT filter and the FIR filter are of the same length, and we
clearly see that the DFT filter introduces a greater amount of artifacts compared
to the FIR filter. This behavior is also referred to as the Gibbs phenomenon [44].

The phenomenon occurs because of the difficulty of approximating the jump
discontinuities in the ideal bandpass filter using a Fourier series, which is essen-
tially, what the DFT filter does.
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